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• Until 2012 the S+pKa model was exclusively trained on ~11,000 compounds 
from published literature. This model will be labeled as "v 6.0".

• In 2012 Bayer Pharma AG had shared with us an additional set of ~16,000 
compounds with measured pKa. The resulting "v 7.0" model was trained on 
combined data and its prediction results were published in 2015.

A bit of history

Fraczkiewicz, R., et al. (2015). Journal of Chemical Information and Modeling 55(2): 389-397.
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• S+pKa "v 7.0" has shown dramatic improvements in prediction quality as 
evaluated in the Bayer chemical space. All test sets were external.

A bit of history
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ACD/Percepta v. 12 and ADMET Predictor™ v 6.1 show comparable pKa prediction accuracy

ADMET Predictor™ v 7.0 (after retraining with BTr) shows significantly improved pKa prediction accuracy 

Predicted by Trained with MAE RMSE R2

ACD/Percepta v 12 15932 lit pKa 0.77 1.05 0.84

ADMET Predictor v 6.1 14147 lit pKa 0.73 0.95 0.86

ADMET Predictor v 7.0 14149 lit pKa + 19467 Bayer pKa 0.51 0.67 0.93

Prediction statistics for 981-compound Bayer test set with 981 exp. pKa values 

(subset of newest measurements on 12951 Bayer compounds):

MAE:

A bit of history
• It outperformed competiton, too.
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• Two new industrial partners (large pharmaceutical companies; further 
labeled as "Partner #1" and "Partner #2") have indicated inadequate 
coverage of their chemical space by the "v 7.0" S+pKa.

• Instead of complaining both partners have shared with us significant 
amount of experimental pKa data extracted from their corporate 
databases.

– Partner #1 has provided ~19,000 compounds

– Partner #2 has provided ~2,400 compounds

• From August 2022 until November 2022 we were busy rebuilding the 
S+pKa model with the new data appended to public+Bayer set. The 
resulting newest version carries the "v 10.5" label.

2022
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Chemical space projected on the first 3 principal components of the ADMET Predictor molecular descriptors matrix

Partner #2
Partner #1
Bayer
Public
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Partner #2

Public Bayer

Partner #1
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"v 7.0" vs. "v 10.5" performance
• It’s apples vs. oranges, but the relative improvement is welcome

v 7.0 v 10.5
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"v 7.0" and "v 10.5" models vs. received data
• Data from Partner #1. "v 7.0" RMSE = 0.792, "v 10.5" RMSE = 0.415

RMSE = 0.792 RMSE = 0.415



10 | NASDAQ: SLP

"v 7.0" and "v 10.5" models vs. received data
• Data from Partner #2. "v 7.0" RMSE = 0.784, "v 10.5" RMSE = 0.519

RMSE = 0.784 RMSE = 0.519
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"v 7.0" and "v 10.5" models in external testing
• At Partner #1 site. "v 7.0" RMSE = 0.868, "v 10.5" RMSE = 0.665

RMSE = 0.868 RMSE = 0.665
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"v 7.0" and "v 10.5" models in external testing
• At Partner #2 site. "v 7.0" RMSE = 1.133, "v 10.5" RMSE = 0.989

RMSE = 1.133 RMSE = 0.989
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• The chemical space covered by the new S+pKa model has been significantly 
expanded.

• Prediction accuracy has been improved.
• Partner #1 was very much forthcoming with a data set representative of their 

chemical space and reaped sizable rewards. Moreover, "changing input 
tautomer for some biggest outliers improved predictions".

• Partner #2 delivered much less data and the set’s place in their chemical space 
remains uknown.

• From our side questions were raised regarding validity of some 
spectrophotometric measurements. We are awaiting answers from both 
partners.

Conclusions
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And now a new message from the Little Bird:

In January 2023 we have received thousands 
of pKa data points from a new industrial 

Partner #3.

Stay tuned... 
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